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AbstrAct

The virtualization of the fifth generation 
radio access network (RAN), which distributes 
the next generation Node B functions between 
a central unit (CU) and a distributed unit (DU), 
along with the emergence of slicing as a corner-
stone of mobile communications networks, pose 
new challenges. One of these challenges is the 
management of the joint slicing and allocation of 
appropriate distribution of functions between CU 
and DU, known as functional split. In this work, 
a discussion on the challenges and open issues 
of joint slicing and functional splitting is present-
ed, taking into account the additional complexi-
ty resulting from instantiating multiple slices per 
DU, each one with a different functional split. It 
is shown that the additional complexity, which is 
translated into higher cost, is worthwhile depend-
ing on the RAN deployment density. 

IntroductIon
The fifth generation (5G) has been designed 
to handle the current and expected increase in 
mobile data traffic demand generated by a wide 
range of verticals and characterized by diverse 
requirements. According to the Ericsson Mobility 
Report released in June 2021, the number of 
5G subscriptions worldwide will be 3.5 billion 
by 2026, and the global mobile data traffic will 
reach 236 exabytes/month [1]. In this context, 
the diversity of requirements and scenarios has 
led to the definition of three general use cases, 
namely enhanced mobile broadband (eMBB), 
ultra-reliable low-latency communications 
(URLLC), and massive machine-type communi-
cations (mMTC) [2]. eMBB corresponds to traffic 
with high data rate requirements, with up to 20 
Gb/s peak data rate and 100 Mb/s everywhere 
(e.g. virtual and augmented reality), whereas 
URLLC services are mainly characterized by two 
key performance indicators (KPIs): low latency 
around 5 ms and very high reliability of 99.9999 
percent (e.g., automated driving). Finally, mMTC 
defines services with massive deployment (up 
to 1 million devices/km2) of low cost, low ener-
gy consumption devices (10 years of battery 
life) with relaxed data rate and latency require-
ments (e.g., smart city applications). The sup-
port of such diverse requirements simultaneously 
is a challenge. For instance, the high data rates 

demanded by eMBB services require tight coor-
dination between neighboring cells to exploit 
advanced techniques such as coordinated multi-
point (CoMP). This can be achieved by centraliz-
ing network functions of different cells in a single 
location. Instead, moving computation close to 
the users with the implementation of edge com-
puting is required to achieve URLLC. The tradi-
tional architecture of the radio access network 
(RAN), designed as a one-size-fits-all approach, 
is unable to meet the extremely diverse require-
ments of the different use cases simultaneously, 
since it cannot be reconfigured to be adapted to 
each service. To overcome these limitations, the 
5G network is designed on the basis of flexibility 
and reconfigurability to enable the adaptation of 
the network to the traffic demand [3]. Thus, the 
network can be dynamically set up on the fly to 
fit the service requirements.

Flexibility and reconfigurability are achieved 
by leveraging the network with network function 
virtualization (NFV) and software defined net-
working (SDN) technologies. Both technologies 
are enablers for the dynamic creation of network 
slices, defined as logical networks that provide 
specific network capabilities and network char-
acteristics aimed at supporting a specific service 
on top [3]. Thus, slices tailored to guarantee the 
requirements of each service can be instantiated 
when needed.

NFV opens up the opportunity to overcome 
the traditional monolithic network function (NF) 
implementation and lead to a distributed alloca-
tion of virtual network functions (VNFs) among 
different nodes. This is relevant in 5G, where the 
RAN node, known as next generation Node B 
(gNB), is split up into two logical nodes: central-
ized unit (CU) and distributed unit (DU). A gNB 
has one CU and one or several DUs. The pro-
tocol stack is partially allocated in the CU and 
in the DU [4], thus providing the RAN with the 
flexibility to implement both gNB logical nodes 
in either a distributed or monolithic manner. 
Although the monolithic gNB implementation, 
with CU and DU in the same physical node, is 
not precluded, the distributed allocation of CU 
and DU enables the RAN to exploit the whole 
potential of CU/DU, which is detailed in sub-
sequent sections. CU and DU are connected 
through an integrated fronthaul/backhaul net-
work, often referred to as X-haul [5].
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The distributed implementation of the gNB 
poses strict connection requirements between 
CU and DU, since maximum allowed latency and 
minimum data rate are imposed by the distribu-
tion of VNFs.

The 3rd Generation Partnership Project (3GPP) 
proposes eight possible VNF separation options 
between CU and DU denoted as functional splits
[4]. As a rule of thumb, centralized functional 
splits (i.e., more VNFs allocated in the CU) result 
in high data rate and low latency requirements in 
the X-haul, whereas decentralized functional splits 
lead to relaxed requirements [6]. In terms of ser-
vice, the requirements of the service determine the 
suitability of each functional split. For instance, for 
services demanding low latency and high reliabili-
ty (i.e., URLLC), decentralized functional splits are 
required since the allocations of the medium access 
control layer (MAC) in the DU enables it to meet 
hybrid automatic repeat request (HARQ) maximum 
latency. Conversely, for services requiring higher 
gNB coordination (i.e., eMBB), centralized function-
al splits provide better coordination, resource shar-
ing, and so on. There is not necessarily a one-to-one 
mapping between a service and a functional split, 
although in general there are subsets of functional 
splits that fi t the requirements of each service.

There are proposals for optimal functional 
split selection per DU to get the network adapt-
ed to its characteristics (data rate and latency in 
the CU-DU connection) and the services’ needs 
[7, 8]. However, existing works do not consider 
functional splitting based on the slice, thus allow-
ing the slicing of a DU and the implementation 
of diff erent functional splits per slice in a shared 
DU. In this context, joint slicing and functional 
split selection arises as a critical aspect enabling 
mobile network operators to build virtualized net-
works tailored to meet a variety of demands with 
diverse quality of service requirements. Instanti-
ating multiple slices over a shared gNB (CU and 
DU), each with the most suitable functional split, 
is a promising solution, although it adds complex-
ity. It may impact the design of protocols and 
requires programmable hardware to potentially 
support different functional splits per slice in a 
shared gNB and a common protocol architecture 
in the NFV environment addressing multiple slices 
controlled by an SDN controller.

In our previous work [9], a dynamic joint func-
tional split and RAN slicing algorithm was pro-
posed. It was apparent that instantiating each 
slice with the most suitable functional split can 
enhance the performance of the network. How-
ever, the complexity of instantiating multiple slices 
in a shared gNB, each with a diff erent functional 
split, was not discussed. Here, we propose a joint 
functional splitting and slicing solution, discuss 
the open research issues, and analyze and discuss 
the performance of the dynamic joint functional 
split and RAN slicing algorithm in scenarios with 
different RAN node density. This work explores 
its potential gain and discusses how RAN den-
sity impacts the performance, thus resulting in 
conclusions on when the gain is worth the added 
complexity and cost. It is shown that in dense 
scenarios, the gain achieved is compromised, 
while the network performance benefi ts from it in 
sparsely deployed scenarios. The contributions of 
this work are summarized as:

• Analysis of the joint functional splitting and 
slicing performance as a function of the 
RAN density

• Discussion of the open issues and challenges

rAn ArchItecture
Initial implementations of legacy C-RAN used 
point-to-point CU-DU connections, but integrated 
fronthaul/backhaul networks, namely X-haul, were 
shown to provide more fl exibility and cost reduc-
tion [5]. The X-haul connects CU and DU, and car-
ries diff erent types of packets, such as IP packets or 
IQ samples encapsulated with enhanced Common 
Public Radio Interface. On top of the network, 
slices are created and managed. Figure 1 shows 
a simple example of the joint functional split and 
slicing concept. Three user equipments (UEs), UEi, 
UEk, and UEm, are served by two DUs. UEs require 
eMBB, URLLC, and mMTC services, respective-
ly. To adapt the network to the requirements of 
each service, the network creates two slices on the 
shared D0 for UEi and UEk, and a slice on DU1 for 
UEm. Slices are created across the corresponding 
DU, X-haul, and CU. In the slice created for UEi, 
lower layers of the gNB are run in the DU (radio 
frequency [RF] and lower physical layer [PHY] 
functions), whereas the remaining layers are run in 
the CU. This distribution allows the implementation 
of joint processing and advanced receivers in the 
CU, needed to provide high data rate. The slice 
created for UEk moves most layers down to the 
DU (RF, PHY, MAC, radio link control [RLC]) and 
leaves the radio resource control (RRC) layer and 
Packet Data Convergence Protocol (PDCP) layer 
at the CU. This functional split reduces HARQ pro-
cess delay, implemented in the DU, and allows the 
provision of URLLC services. The slice created for 
UEm implements an intermediate functional split to 
serve mMTC traffi  c. In Fig. 1, the X-haul is a simple 
network, although more complex network archi-
tectures are not precluded.

FIGURE 1. Example of joint slicing and functional splitting. Each color denotes a slice. Protocol layers are colored 
where implemented.
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rAn slIcIng And functIonAl splIttIng

functIonAl splIt optIons
The operation of the gNB is modeled as a chain of 
functions, where functional splits defi ne the place-
ment of the functions [4]. 3GPP defi nes eight func-
tional split options [6], each with the distribution 
of functions between CU and DU shown in Fig. 2.

The higher the centralization degree, the high-
er the resources management effi  ciency, the lower 
the DU complexity and cost. Conversely, X-haul 
data rate and latency requirements become more 
restrictive as centralization increases. For instance, 
option 8 requires X-haul data rate of around 2.5 
Gb/s for 20 MHz bandwidth and 250 s max-
imum latency. Instead, option 2 requires 150 
Mb/s in the downlink and 50 Mb/s in the uplink, 
and a latency of tens of milliseconds, as shown in 
[4, Annex A].

The allocation of each layer determines the 
characteristics of the functional split. When PDCP 
is located in the DU (option 1), there is control and 
user planes separation. It is suitable for edge com-
puting and consequently for URLLC. When moving 
PDCP toward the CU (options 2 to 8), the central-
ized aggregation of traffi  c from 5G and Long Term 
Evolution — Advanced (LTE-A) is enabled.

RLC is responsible for performing ARQ. When 
ARQ is centralized in the CU, the reliability of 
the X-haul is improved, and buffering and com-
putational requirements in DU are reduced. It is 
suitable for non-ideal X-haul and corresponds to 
options from 3-1 (sub-option of 3) to 8.

The allocation of high MAC determines the cen-
tralization/decentralization of the scheduler. Options 
5 to 8 implement centralized scheduling in the CU, 
which is suitable for inter-cell coordination. Howev-
er, it means tight X-haul latency requirements.

Lower-layer splits are defi ned by options 7 and 
8. Three diff erent splits of PHY are defi ned, denot-
ed by sub-options 7-1, 7-2, and 7-3.

Option 8 centralizes all layers in the CU except 
for RF. The main advantages are the isolation of 
RF components, which facilitates PHY upgrades, 
reuse of RF components, and more effi  cient man-
agement resources.

Despite the range of functional splits, there 
is a subset of representative ones. 3GPP recom-

mends option 2 for highly decentralized applica-
tions, where cell coordination is not required, and 
latency and bandwidth are limited in the X-haul [4]. 
Option 6 is pushed by the SCF [10] as the optimal 
split for low-cost, low-capacity deployments. The 
O-RAN Alliance [11] supports option 7-2 (specifi -
cally the 7-2x variant) for networks with high capac-
ity and high reliability requirements. This work 
evaluates the network performance considering 
the representative options 2, 6, and 7-2. Although 
not addressed in this work, there can be other 
factors impacting the functional split selection. A 
good example of these factors can be found in 
[12], where an analysis of the best protocol layer 
to aggregate multi-connectivity fl ows is proposed.

rAn slIcIng And IsolAtIon
3GPP defi nes the management and orchestration 
for slicing in [13]. Although this work is focused 
on the RAN, the slice is created across the RAN 
and the core network to guarantee minimum 
requirements in terms of bandwidth, end-to-end 
latency, reliability, data rate, and security. In [14], 
all processes involved in 5G network slicing are 
detailed. The isolation of slices is key to guaran-
tee the requirements of services running on top, 
and accurate estimates of resources (computing, 
memory, and network capacity) are required. 
Moreover, the complexity of isolating different 
slices running on shared hardware increases 
when the functional split of each slice is diff erent. 
Aspects such as inter-slice coordination or shar-
ing of common functions arise as implementation 
challenges. The increase in the complexity of the 
DU is translated into high deployment costs due 
to the massive number of DUs. Therefore, there 
is a clear trade-off  between the complexity of the 
DU (i.e., cost) and the gain achieved.

ImpAct of network densIfIcAtIon on
JoInt slIcIng And functIonAl splIttIng

Given the added complexity resulting from the 
joint slicing and functional splitting, the density 
of the RAN — defined as the number of gNBs 
per area unit — impacts the cost of deployment 
(larger number of complex RAN nodes). In other 
words, is the network performance improvement 
in terms of throughput and served users achieved 
by joint slicing and functional splitting per slice 
worth the added complexity and cost?

The advantage of instantiating multiple slices and 
functional splits on a shared DU lies in the reduction 
of the distance between users and serving DUs. As 
services can only be served with a subset of func-
tional splits, only the subset of DUs with a proper 
functional split can accommodate the slice. Model-
ling this eff ect is equivalent to removing the subset 
of DUs with inappropriate functional split from the 
set of feasible DUs for instantiating the slice.

Following our previous work [9], where capac-
ity and structure of the X-haul were analyzed, 
hereafter, the impact of the RAN density (i.e., 
the number of deployed DUs) on the joint slicing 
and functional splitting is investigated. Thus, the 
description of the joint functional splitting and slic-
ing algorithm is described in the sequel.

The slice creation and management are sub-
ject to a set of constraints. Such constraints are 
imposed by DU, CU, X-haul network, or services. 

The isolation of slices is key 
to guarantee the require-

ments of services running on 
top, and accurate estimates 

of resources (computing, 
memory, and network capac-
ity) are required. Moreover, 
the complexity of isolating 
diff erent slices running on 
shared hardware increases 
when the functional split of 

each slice is diff erent. 

FIGURE 2. Functional splits/options defined by 3GPP and allocation of 
protocol stack layers in the DU and CU.
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The slice creation depends on these constraints:
C1: Spectrum availability. Imposed by the spec-

trum allocated to a specific DU, the available spec-
trum (i.e., number of physical resource blocks) must 
be enough to serve the requirements of the UE. 

C2: Computational capacity. The functional split 
defi nes the set of VNFs placed in CU and DU. The 
processing of these VNFs has a cost and requires 
computing resources. Centralizing computational 
resources improves the resources’ efficiency and 
reduces the cost. Before creating a slice, compu-
tational resources of CU and DU are checked to 
guarantee the accommodations of the slice.

C3: Service requirements. Service require-
ments determine the suitable functional split. 
Not all functional splits are fitted to the service 
requirements.

C4: X-haul data rate and latency. The X-haul traf-
fic routing must meet the diverse requirements of 
functional splits in terms of data rate and latency.

Figure 3 shows the flowchart of the algorithm 
to create joint slicing and functional splitting in the 
network detailed earlier. The algorithm is initialized 
by creating an ordered list of candidate DUs per 
UE, from the DU with the best channel quality to 
the DU with the worst channel quality. For each 
service and UE demanding that service, conditions 
C1, C2, C3, and C4 are checked one by one with 
the DUs in the ordered candidate list of the UE. 
When all constraints are fulfi lled for a DU, the UE 
is associated with that DU, and the slice is creat-
ed or scaled. Also, routing constraint C4 is set to 
guarantee that the X-haul supports the slice and 
functional split requirements. If constraints are not 
fulfilled by a UE, the UE is not served. The provi-
sion of the slices is on the fly, since it is subject 
to the dynamics of the traffi  c. As shown in Fig. 3, 
the algorithm allocates the slices in the following 
order: URLLC, mMTC, eMBB. This is done like this 
because services are complementary in terms of 
required resources. As aforementioned, URLLC is 
the fi rst service to be allocated, since it needs large 
edge computing resources. Conversely, its X-haul 
requirements are substantially smaller than those 
required by mMTC and particularly by eMBB. 
Therefore, even though URLLC users hoard most 
DU computing resources, they just consume a 
small share of the X-haul resources. This comple-
mentarity facilitates the solution of the algorithm.

The proposed algorithm scales well with the num-
ber of UEs and DUs thanks to the characteristics of 
the problem. In cellular networks, the nature of the 
wireless medium limits the size of the candidates’ 
list of the UEs, since only close DUs are included. 
Therefore, the increase in the number of DUs is not 
directly translated into larger candidates’ list sizes. 
Moreover, the algorithm allocates first the URLLC 
slice (Fig. 3), with large DU computational require-
ments. This fact quickly limits the size of the candi-
date list as the algorithm progresses, thus improving 
the scalability. Finally, if the computational capacity 
in the CU is large enough, solutions become more 
geographically bounded, because optimal solutions 
depend mainly on its proximity. Therefore, large-scale 
scenarios can be divided into smaller scenarios and 
the computational runtime can be reduced.

performAnce eVAluAtIon
Simulations have been conducted with the RAN 
architecture shown in Fig. 1 and a variable number 

of DUs. The X-haul is composed of four forward-
ing nodes, each connected point-to-point to the 
CU and to all DUs, creating a one-hop connection 
between the CU and each DU. The processing time 
of forwarding nodes is assumed negligible, and the 
capacity of the links is varied in diff erent simulations. 
Each DU has a bandwidth of 20 MHz and a pro-
cessing capacity equal to 1 CPU reference core per 
gigabit per second. As for the CU, the computing 
capacity is set to 100 CPU reference core per giga-
bit per second. The processing capacity required 
by the RLC and MAC functions is set to 0.75 CPU 
reference core per gigabit per second, and the pro-
cessing capacity required by high PHY functions 
is set to 3.25 CPU reference core per gigabit per 
second. Three services are assumed, one for each 
traffi  c class, to showcase a complex 5G scenario. For 
URLLC class, a medical application with a data rate 
equal to 120 kb/s is considered. This traffi  c requires 
a decentralized functional split to guarantee high reli-
ability and low latency (i.e., functional split option 2). 

FIGURE 3. Flowchart of the algorithm to allocate UEs and create slices.
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For mMTC class, an Internet of Things (IoT) service 
is considered with a data rate of 30 kb/s. This ser-
vice requires functional split option 6. Finally, a video 
streaming application with 30 Mb/s data rate is 
simulated for eMBB class. As explained, this service 
requires a centralized functional split such as option 
7-2. The percentage of devices of each class are 15, 
80, and 5 percent for URLLC, mMTC, and eMBB, 
respectively, and each device demands a single ser-
vice. In terms of required data rate between CU and 
DU, for functional split 2 the data rate is equal to 
the served traffi  c data rate; for functional split 6 the 
required data rate is equal to 1.5 Mb/s plus 1.02 
times the served traffi  c data rate (due to signalling, 
etc.); and for functional split 7-2 the required data 
rate is 2.5 Gb/s for 20 MHz bandwidth (IQ samples 
are exchanged). Both UEs and DUs are distributed 
uniformly in a square-shaped scenario of 30,000 m2. 
Simulations have been conducted on a CPU proces-
sor of Core i7-8550U with 16 GB of RAM.

Results obtained with the algorithm detailed 
earlier are labeled Multiple splits per DU. In order 
to observe the gain achieved by instantiating dif-
ferent slices with diff erent splits on a shared DU, 
results obtained with the additional constraint 
of using a single functional split per DU, as pro-
posed in [15], are also plotted and labeled Single 
split per DU. Results have been compared to the 
optimal solution, and the gap is less than or equal 
to 2 percent.

Figure 4 shows the throughput of the network 
when the offered traffic is equal to 6.65 Gb/s. 
In this figure, the capacity of the X-haul links is 
assumed to be  to analyze the effect of the 
number of DUs without X-haul constraints. As 
observed, the performance achieved with Multi-
ple splits per DU is significantly better than with 
Single split per DU, reaching up to an 80 percent 
increase when 6 DUs are simulated. The rea-
son for this behavior lies in the mean distance 
between the UE and the serving DU. With Multi-
ple splits per DU the probability of having a near-
by DU with a suitable functional split increases, 
thus improving the spectral effi  ciency. Moreover, 
the number of alternative DUs to get a UE served 
with proper split increases, and so does the fl ex-
ibility of the RAN to associate UEs and DUs. 
However, when the density of the RAN (i.e., the 
number of DUs) increases, the gap between the 
two alternatives is reduced. Note that the increase 

in the density of DUs reduces the mean distance 
between UEs and serving DUs. Therefore, the 
gain achieved from instantiating multiple splits 
with diff erent functional splits per DU vanishes.

Results shown in Fig. 4 are obtained without 
X-haul capacity constraints. In Fig. 5, served traffi  c is 
plotted for Multiple splits per DU and Single split per 
DU when 10 DUs are deployed and for X-haul link 
capacities ranging from 100 Mb/s to 25 Gb/s. The 
X-haul capacity has a huge impact on the served 
traffi  c. In the case of Multiple splits per DU, served 
traffic only reaches the values observed in Fig. 4 
when the capacity of the links is around 20 Gb/s. 
This is because eMBB devices generate most of the 
traffi  c despite being only 5 percent of the UEs, and 
these users require functional split option 2, which 
results in an extremely high data rate in the X-haul. 
By inspecting the X-haul network, it is also clear that 
the X-haul bottleneck resides in the links between 
the forwarding nodes and the CU, since they aggre-
gate the traffi  c of all the DUs. However, the impact 
of the X-haul links capacity constraint is even higher 
for the Single split per DU. While the Multiple splits 
per DU approach reaches the value obtained in Fig. 
4 with 20 Gb/s links capacity, the Single split per DU
approach does not reach the values of Fig. 4. 

Figure 5 also includes the Single split per DU
approach with 16 DUs. It can be seen that even 
in the case of having constraints in the link capaci-
ty, the Single split per DU approach can reach the 
results of the Multiple splits per DU by increasing 
the number of DUs. 

Results show that the proposed solution pro-
vides higher throughput than Single Split per DU, 
particularly for sparse deployments. Given that 
the improvement depends on the RAN density, 
the joint slicing and functional splitting can be 
seen as an alternative to increasing the number of 
DUs in sparse deployments.

open Issues And chAllenges
The joint slicing and functional splitting poses sig-
nifi cant challenges and opens up research oppor-
tunities. In the following, the most relevant ones 
are discussed.

End-to-end functional split selection and 
slicing. The described functional split selection 
is based on the RAN characteristics (architec-
ture, resources, etc.). However, the creation 
and management of end-to-end slices across the 
RAN and the core network is more complex and 
requires further research. As discussed for the 
RAN, the 5G Core (5GC) network will also go 
through a virtualization process. The end-to-end 
slicing will have to consider not only the func-
tional split, but also the rest of the RAN VNFs, 
the core VNFs, and, if the far end of the ser-
vice is another UE, the far end functional split. 
Multi-access edge computing (MEC) will also 
play a key role in the slice creation. The pool of 
virtualized resources offered by MEC will pro-
vide each slice with differentiated capabilities, 
ranging from edge computing capability for 
URLLC to caching resources for eMBB.

Accurate models. The optimal selection of the 
functional split, the placement of VNFs, and, in 
general, the creation of slices rely on the accu-
rate estimate of resources required by each slice. 
In the literature, there are initial analytical and 
experimentation-based models to estimate the 

FIGURE 5. Traff ic served by the network when the off ered traff ic is 6.65 Gb/s 
and the X-haul links’ capacity ranges from 100 Mb/s to 25 Gb/s. Results 
have 95 percent confidence level.
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further research.
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computational and latency requirements of the 
different VNFs. However, it has been shown that 
results depend on a wide range of factors, such as 
the particular platform on which VNFs are instan-
tiated. The reliability of the models has a huge 
impact on the slice provision and the efficiency of 
the resource usage, since the over- or under-esti-
mation of VNFs’ resource requirements results in 
low resource usage efficiency and lack of slices’ 
isolation, respectively. Artificial intelligence driven 
methods are expected to fill the existing gap.

Operation and isolation of slices with different 
functional splits in a shared DU. Isolation is one 
of the key aspects of network slicing. This isola-
tion becomes more complex when multiple slices 
with different functional splits are instantiated in a 
shared DU. The main problem lies in determining 
which functions/operations can be shared between 
slices, the RF components sharing, and so on while 
maintaining isolation. In terms of inter-slice coordi-
nation, when slices have different functional splits 
(e.g., one slice with functional split option 2 and 
another slice with functional split option 7), infor-
mation could be distributed between CU and DU, 
and coordination can require sub-frame time laten-
cy constraints. How these functions are shared 
when instantiated in the same physical node, and 
how they coordinate with each other when they 
are implemented in different physical nodes, is still 
an open research problem.

Scheduling of different slices through a com-
mon X-haul. The use of multiple functional splits 
in a DU results in the transmission of completely 
different data/signaling through the X-haul. For 
instance, centralized functional splits (e.g., options 
8 or 7) require high data rate and low delay 
through the X-haul and must be prioritized.

Conversely, decentralized functional splits, such 
as option 1, have more relaxed latency and data rate 
requirements. Further than the routing of the traffic, 
how to schedule packets with such a heterogeneous 
nature over a shared link is still an open issue.

conclusIons
This work proposes a joint functional splitting and 
slicing solution as a step forward to enable the 
dynamic adaptation of complex RANs to traffic 
diversity. Also, the open issues and research chal-
lenges are identified. Simulation results show the 
existing trade-offs between the joint slicing and 
functional splitting — and the associated cost — 
and the performance in different RAN density sce-
narios. In sparse deployments, it is worth facing 
the added complexity and cost of DUs by deploy-
ing DUs able to instantiate multiple functional 
splits, one for each slice. With this, the MNOs 
reduce the number of required DUs. Conversely, 
in dense scenarios, the additional cost of the DUs 
could not compensate for the achieved gain.
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